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1. TÓM TẮT NỘI DUNG LUẬN ÁN:
Luận án tiếp cận bài toán phát sinh gương mặt người nói theo hướng gián tiếp, trong đó quá trình tái tạo gương mặt được thực hiện thông qua bước trung gian là dự đoán điểm landmark từ tín hiệu âm thanh tiếng nói. Việc sử dụng landmark giúp đảm bảo tính nhất quán giữa các bộ phận trên khuôn mặt, duy trì sự đồng bộ giữa cử động môi và nội dung âm thanh trước khi tái tạo hình ảnh hoàn chỉnh, đồng thời tăng khả năng tổng quát và thích ứng với các biến đổi trong dữ liệu đầu vào.

Trọng tâm đầu tiên của luận án là dự đoán landmark bằng cách kết hợp thông tin âm thanh với dữ liệu landmark từ các khung hình trước, giúp duy trì chuyển động mượt và ổn định giữa các khung hình liên tiếp. Các đặc trưng âm thanh như MFCC, Mel-spectrogram và Low-Level Features (LLFs) được phân tích để đánh giá ảnh hưởng đến độ chính xác dự đoán. Hai bộ mã hóa được sử dụng gồm Audio Encoder (Trans-APL) khai thác đặc trưng âm thanh ở cả dải tần thấp và cao, và Landmark Encoder (SpeechSyncNet) mô hình hóa quan hệ không gian - thời gian của các điểm landmark.

Sau khi thu được các điểm landmark dự đoán, luận án nghiên cứu tổng hợp gương mặt trong không gian tiềm ẩn theo hai hướng: tổng hợp trực tiếp toàn bộ khuôn mặt bằng học dịch chuyển quang học từ ảnh tham chiếu sang ảnh mục tiêu và phương pháp tiến dần từ vùng miệng đến toàn bộ khuôn mặt nhằm đảm bảo tính nhất quán biểu cảm. Không gian tiềm ẩn giúp tối ưu chi phí tính toán và học được mối quan hệ giữa các vùng trên khuôn mặt, từ đó nâng cao chất lượng hình ảnh tổng hợp.

Hiệu quả các phương pháp được kiểm chứng trên bộ dữ liệu MEAD và CREMA-D. Các thí nghiệm phân tích tác động của từng thành phần mô hình, bao gồm bộ mã hóa âm thanh, bộ mã hóa landmark, lựa chọn ảnh tham chiếu và ảnh hưởng của background. Kết quả thực nghiệm cho thấy tiếp cận gián tiếp thông qua landmark giúp cải thiện đáng kể độ chính xác, tính tự nhiên và ổn định của gương mặt tổng hợp.
2. NHỮNG KẾT QUẢ MỚI CỦA LUẬN ÁN:

Luận án đóng góp các kết quả mới trong bài toán phát sinh khuôn mặt người nói từ âm thanh, cụ thể như sau:

· Chỉ ra rằng bên cạnh các đặc trưng phổ biến như MFCC và Mel-spectrogram, việc bổ sung các đặc trưng LLFs giúp tăng độ chính xác dự đoán landmark trung bình khoảng 5 - 7% so với mô hình không sử dụng LLFs.

· Xác định vai trò của thông tin landmark từ các khung hình trước trong việc cải thiện độ ổn định theo thời gian, với sai số trung bình đo theo LMD và LVD lần lượt là 2.05 và 1.62.

· Nhấn mạnh hiệu quả của KLD loss trong việc căn chỉnh đặc trưng âm thanh và landmark trong cùng không gian tiềm ẩn, góp phần nâng cao hiệu suất tổng thể của mô hình.

· Phương pháp tổng hợp khuôn mặt trong không gian tiềm ẩn theo quy trình hai giai đoạn (từ vùng miệng đến toàn bộ khuôn mặt) giúp giảm sai số và cải thiện chất lượng ảnh trên các độ đo PSNR, SSIM, FID và LPIPS.

· Xác nhận tính hiệu quả và khả năng tổng quát hóa của các mô hình đề xuất trên các bộ dữ liệu MEAD, CREMA-D và dữ liệu thực tế (bản tin thời sự VTV).

3. CÁC ỨNG DỤNG/ KHẢ NĂNG ỨNG DỤNG TRONG THỰC TIỄN HAY NHỮNG VẤN ĐỀ CÒN BỎ NGỎ CẦN TIẾP TỤC NGHIÊN CỨU 

Phương pháp tái tạo khuôn mặt người nói từ tín hiệu âm thanh người nói có tiềm năng ứng dụng rộng rãi trong nhiều lĩnh vực như trợ lý ảo, giao tiếp từ xa, giải trí số, phục hồi dữ liệu lịch sử, hỗ trợ người khiếm thị, điều tra pháp y, y tế và giáo dục. Công nghệ này cho phép tạo ra khuôn mặt ảo có biểu cảm đồng bộ với giọng nói, góp phần nâng cao hiệu quả tương tác người - máy và hỗ trợ sản xuất nội dung số tự động. Bên cạnh các kết quả đạt được, nghiên cứu vẫn còn một số hạn chế cần tiếp tục phát triển, bao gồm việc nâng cao độ phân giải và chất lượng chi tiết của hình ảnh tổng hợp, đặc biệt ở vùng miệng. Ngoài ra, mô hình cần được kiểm chứng và tối ưu để hoạt động ổn định trong điều kiện thực tế với dữ liệu nhiễu và chất lượng không đồng đều. Hướng nghiên cứu tiếp theo cũng bao gồm mở rộng mô hình sang nhiều ngôn ngữ, đối tượng và bối cảnh khác nhau nhằm tăng khả năng tổng quát hóa. Đồng thời, việc tăng cường cơ chế kiểm soát cảm xúc trong quá trình tổng hợp hình ảnh là cần thiết để nâng cao mức độ biểu đạt và tính tự nhiên của khuôn mặt ảo.
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1. SUMMARY:
The thesis addresses the problem of generating a speaker’s face through an indirect approach, where the face reconstruction process is performed via an intermediate step of predicting facial landmarks from speech audio signals. Using landmarks ensures consistency among facial components, maintains synchronization between lip movements and audio content before reconstructing the complete image, and enhances generalization and adaptability to variations in input data.

The first focus of the dissertation is landmark prediction by combining audio information with landmark data from previous frames, helping to maintain smooth and stable motion across consecutive frames. Audio features such as MFCC, Mel-spectrogram, and Low-Level Features (LLFs) are analyzed to assess their influence on prediction accuracy. Two encoders are employed: the Audio Encoder (Trans-APL), which extracts audio features across both low and high frequency bands, and the Landmark Encoder (SpeechSyncNet), which models the spatio-temporal relationships of the landmarks.

Once the predicted landmarks are obtained, the dissertation explores face synthesis in the latent space using two strategies: direct synthesis of the entire face via optical flow-based transformation from a reference image to the target image, and a progressive approach that generates the face starting from the mouth region to ensure expression consistency. Operating in the latent space optimizes computational cost and captures inter-region relationships on the face, thereby improving the quality of the synthesized images.

The effectiveness of these methods is validated on the MEAD and CREMA-D datasets. Experiments analyze the impact of each model component, including the audio encoder, landmark encoder, reference image selection, and background influence. The results demonstrate that the indirect landmark-based approach significantly improves the accuracy, naturalness, and stability of the synthesized faces.

2. NOVELTY OF THESIS:

The thesis contributes new findings to the problem of generating a speaker’s face from audio, specifically as follows:

· It demonstrates that, in addition to common features such as MFCC and Mel-spectrogram, incorporating Low-Level Features (LLFs) improves the average landmark prediction accuracy by approximately 5 - 7% compared to models without LLFs.

· It identifies the role of landmark information from previous frames in enhancing temporal stability, with mean errors measured by LMD and LVD being 2.05 and 1.62, respectively.

· It highlights the effectiveness of the KLD loss in aligning audio and landmark features within the same latent space, contributing to improved overall model performance.

· It shows that the two-stage latent-space face synthesis approach (from the mouth region to the full face) reduces errors and improves image quality across metrics such as PSNR, SSIM, FID, and LPIPS.

· It confirms the effectiveness and generalization capability of the proposed models on the MEAD and CREMA-D datasets, as well as on real-world data (VTV news footage).

3. APPLICATIONS/ APPLICABILITY/ PERSPECTIVE 
The method for reconstructing a speaker’s face from speech has broad potential applications in various fields, such as virtual assistants, remote communication, digital entertainment, historical data restoration, support for visually impaired individuals, forensic investigation, healthcare, and education. This technology enables the creation of virtual faces whose expressions are synchronized with speech, enhancing human - computer interaction and supporting automated digital content production. Despite the achieved results, the research still has several limitations that require further development, including improving the resolution and detailed quality of synthesized images, particularly in the mouth region. In addition, the model needs to be validated and optimized for stable operation in real-world conditions with noisy and heterogeneous data. Future research directions also include extending the model to multiple languages, target groups, and contexts to enhance generalization. Furthermore, enhancing the mechanism for emotion control during image synthesis is necessary to improve the expressiveness and naturalness of the virtual faces.
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